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Abstract

TheH functions, introduced by Fox in 1961, are special functions of a very general nature, which allow one to
treat several phenomena including anomalous diffusion in a unified and elegant framework. In this paper we express
the fundamental solutions of the Cauchy problem for the space–time fractional diffusion equation in terms of proper
FoxH functions, based on their Mellin–Barnes integral representations. We pay attention to the particular cases of
space-fractional, time-fractional and neutral-fractional diffusion.
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1. Introduction

TheH functions, introduced by Fox[4] in 1961 as symmetrical Fourier kernels, can be regarded as the
extreme generalization of the generalized hypergeometric functionspFq , beyond the MeijerG functions.
Like the MeijerG functions, the FoxH functions turn out to be related to the Mellin–Barnes integrals and
to the Mellin transforms, but in a more general way.After Fox, theH functions were carefully investigated
by Braaksma[2], who provided their convergent and asymptotic expansions in the complex plane, based
on their Mellin–Barnes integral representation.
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More recently, theH functions, being related to the Mellin transforms, have been recognized to play
a fundamental role in the probability theory and in fractional calculus as well as in their applications,
including non-Gaussian stochastic processes and phenomena of nonstandard (i.e. anomalous) relaxation
and diffusion, see e.g.[1,11–13,15,26–29,32–36].

In section 2, we summarize the essential definitions and notations for the FoxH functions. In section
3, we introduce the partial differential equation of fractional order (both in space and in time), that is
intended to generalize in a proper way the standard equation for normal diffusion. We also recall the
main results of this generalized equation based on the Fourier–Laplace representation of its fundamental
solution, the so-calledGreen function. Then, in section 4, we provide for the general Green function
a representation in terms of Mellin–Barnes integrals and, consequently, in terms of FoxH functions.
We then concentrate our attention to the particular but relevant cases of space fractional, time fractional
and neutral fractional diffusion for which the corresponding Green functions are clearly interpreted as
probability densities. Further properties regarding the Green function in the general cases of space–time
fractional diffusion can be extracted from the analysis contained in[21] where, however, the passage
from the Mellin–Barnes integrals to the correspondingH-functions is not treated.

2. The FoxH functions

According to a standard notation, the FoxH function is defined as

Hm,n
p,q (z) = 1

2�i

∫
L

Hm,n
p,q (s) z

s ds, (2.1)

whereL is a suitable path in the complex planeC to be disposed later,zs = exp{s(log |z| + i arg z)},
and

Hm,n
p,q (s) = A(s)B(s)

C(s)D(s)
, (2.2)

A(s) =
m∏
j=1

�(bj − �j s), B(s) =
n∏

j=1

�(1 − aj + �j s), (2.3)

C(s) =
q∏

j=m+1

�(1 − bj + �j s), D(s) =
p∏

j=n+1

�(aj − �j s) (2.4)

with 0�n�p , 1�m�q , {aj , bj } ∈ C , {�j , �j } ∈ R+. An empty product, when it occurs, is taken to
be one so

n = 0 ⇐⇒ B(s) = 1, m = q ⇐⇒ C(s) = 1, n = p ⇐⇒ D(s) = 1.

Due to the occurrence of the factorzs in the integrand of (2.1), theH function is, in general, multi-valued,
but it can be made one-valued on the Riemann surface of logz by choosing a proper branch. We also
note that when the�’s and�’s are equal to 1, we obtain the Meijer’sG-functionsGm,n

p,q (z).
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The above integral representation of theH functions, by involving products and ratios of Gamma
functions, is known to be ofMellin–Barnes integraltype.1 A compact notation is usually adopted for
(2.1):

Hm,n
p,q (z) = Hm,n

p,q

[
z

∣∣∣∣∣(aj , �j )j=1,...,,p

(bj , �j )j=1,...,q

]
. (2.5)

Thus, the singular points of the kernelH are the poles of the Gamma functions entering the expressions of
A(s) andB(s), that we assume do not coincide. Denoting byP(A) andP(B), the sets of these poles, we
writeP(A) ∩ P(B)= ∅. The conditions for the existence of theH-functions can be made by inspecting
the convergence of integral (2.1), which can depend on the selection of the contourL and on certain
relations between the parameters{ai, �i} (i = 1, . . . , p) and{bj , �j } (j = 1, . . . , q). For the analysis of
the general case we refer to the specialized treatises onH functions, e.g.[27,28,35]and, in particular to
the paper by Braaksma[2], where an exhaustive discussion on the asymptotic expansions and analytical
continuation of these functions is found; see also[12].

In the following we limit ourselves to recall the essential properties of theH functions preferring to later
analyse in detail those functions related tofractional diffusion. As it will be shown later, this phenomenon
depends on one real independent variable and three parameters; in this case we shall havez= x ∈ R and
m�2, n�2,p�3, q�3.

The contourL in (2.1) can be chosen as follows:
(i) L = L−i∞,+i∞ chosen in a manner to go from−i∞ to +i∞ leaving to the right all the poles of

P(A), namely the polessj,k = (bj +k)/�j ; j =1,2, . . . , m; k=0,1, . . . of the functions� enteringA(s),
and to left all the poles ofP(B), namely the polessj,l = (aj − 1 − l)/�j ; j = 1,2, . . . , n; l = 0,1, . . .
of the functions� enteringB(s).

(ii) L=L+∞ is a loop beginning and ending at+∞ and encircling once in the negative direction all
the poles ofP(A), but none of the poles ofP(B).

(iii) L=L−∞ is a loop beginning and ending at−∞ and encircling once in the positive direction all
the poles ofP(B), but none of the poles ofP(A).

Braaksma has shown that, independently of the choice ofL the Mellin–Barnes integral makes sense
and defines an analytic function ofz in the following two cases:

�>0, 0< |z|<∞, where � =
q∑

j=1

�j −
p∑

j=1

�j , (2.6)

� = 0, 0< |z|< �, where � =
p∏

j=1

�
−�j
j

q∏
j=1

�
�j
j . (2.7)

On account of the following useful and important formula for theH-function

Hm,n
p,q

[
z

∣∣∣∣∣(aj , �j )1,p(bj , �j )1,q

]
= Hn,m

q,p

[
1

z

∣∣∣∣ (1 − bj , �j )1,q
(1 − aj , �j )1,p

]
, (2.8)

1As a historical note, we point out that the names refer to the two authors, who in the first 1910s developed the theory of
these integrals using them for a complete integration of the hypergeometric differential equation. However, these integrals were
first used in 1888 by Pincherle, see e.g.[23]. Recent treatises on Mellin–Barnes integrals are those in[25,30].
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we can transform theH-function with�<0 and argumentz to one with�>0 and argument 1/z. This
property is suitable to compare the results of the theory ofH functions based on (2.1) withzs with the
other one withz−s , often used in the literature.

Other important properties of the FoxH functions, that can be easily derived from their definition, are
included in the list below:

(i) TheH-function is symmetric in the set of pairs
(a1, �1), . . . , (an, �n), (an+1, �n+1), . . . , (ap, �p),
(b1, �1), . . . , (bm, �m) and(bm+1, �m+1), . . . , (bq, �q).
(ii) If one of the(aj , �j ), j = 1, . . . , n, is equal to one of the(bj , �j ), j = m + 1, . . . , q; [or one of

the pairs(aj , �j ), j = n + 1, . . . , p is equal to one of the(bj , �j ), j = 1, . . . , m], then theH-function
reduces to one of the lower order, that is,p, q andn [orm] decrease by a unity. Providedn�1 andq >m,

we have

Hm,n
p,q

[
z

∣∣∣∣∣ (aj , �j )1,p
(bj , �j )1,q−1 (a1, �1)

]
= H

m,n−1
p−1,q−1

[
z

∣∣∣∣∣ (aj , �j )2,p
(bj , �j )1,q−1

]
, (2.9)

Hm,n
p,q

[
z

∣∣∣∣∣(aj , �j )1,p−1 (b1, �1)

(b1, �1) (bj , �j )2,q

]
= H

m−1,n
p−1,q−1

[
z

∣∣∣∣∣(aj , �j )1,p−1

(bj , �j )2,q

]
. (2.10)

(iii)

z�Hm,n
p,q

[
z

∣∣∣∣∣(aj , �j )1,p(bj , �j )1,q

]
= Hm,n

p,q

[
z

∣∣∣∣∣ (aj + ��j , �j )1,p
(bj + ��j , �j )1,q

]
. (2.11)

(iv)

1

c
Hm,n
p,q

[
z

∣∣∣∣∣(aj , �j )1,p(bj , �j )1,q

]
= Hm,n

p,q

[
zc

∣∣∣∣∣(aj , c�j )1,p(bj , c�j )1,q

]
, c >0. (2.12)

The convergent and asymptotic expansions (forz → 0 or z → ∞) are mostly obtained by applying
the residue theorem in the poles (assumed to be simple) of the Gamma functions enteringA(s) or B(s)
that are found inside the specially chosen path. In some cases (in particular ifn = 0 ⇐⇒ B(s) = 1) we
find an exponential asymptotic behaviour.

In the presence of a multiple poles0 of orderN the treatment becomes more cumbersome because we
need to expand in power series at the pole the product of the involved functions, includingzs , and to take
the firstN terms up to(s − s0)

N−1 inclusive. Then the coefficient of(s − s0)
N−1 is the required residue.

Let us consider the caseN = 2 (double pole) of interest for the fractional diffusion. Then, the expansions
for the Gamma functions are of the type

�(s) = �(s0) [1 + �(s0)(s − s0) + O((s − s0)
2)], s → s0, s0 �= 0,−1,−2, . . . ,

�(s) = (−1)k

�(k + 1)(s + k)] [1 + �(k + 1)(s + k) + O((s + k)2)], s → −k,

wherek = 0,1,2, . . . and�(z) denotes the logarithmic derivative of the� function,

�(z) = d

dz
log �(z) = �′(z)

�(z)
,
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whereas the expansion ofzs yields the logarithmic term

zs = zs0 [1 + log z(s − s0) + O((s − s0)
2], s → s0.

3. The fractional diffusion equation

An interesting way to generalize the classical diffusion equation

�2

�x2 u(x, t) = �
�t

u(x, t), −∞<x < + ∞, t�0 (3.1)

is to replace in (3.1) the partial derivatives in space and time by suitable linear integro-differential opera-
tors, to be intended as derivatives of noninteger order, that allows the corresponding Green function (see
below) to be still interpreted as a probability density evolving in time but with an appropriate similarity
law.

It turns out that this generalized diffusion equation, that we refer to asspace–time fractional diffusion
equation, is

xD
�
	 u(x, t) = tD

�∗ u(x, t), −∞<x < + ∞, t�0, (3.2)

where the�, 	, � are real parameters restricted as follows:

0< ��2, |	|� min(�,2 − �), 0< ��2. (3.3)

Here xD
�
	 and tD

�∗ are integro–differential operators, theRiesz–Feller space-fractional derivativeof
order� and asymmetry	 and theCaputo time-fractional derivativeof order�, respectively. The allowed
region for the parameters� and	 in the plane{�, 	} is called theFeller–Takayasu diamond, see e.g.
[8,9,21].

The relevant cases of the space–time fractional diffusion equation (3.2) include, in addition to the
standard case ofnormal diffusion{� = 2, � = 1}, thespace-fractional diffusion{0< �<2, � = 1}, the
time-fractional diffusion{� = 2,0< �<2} and theneutral-fractional diffusion{0< � = �<2}.

Let us now resume the essential definitions of the fractional derivatives in (3.2) based on their Fourier
and Laplace representations.

By denoting the Fourier transform of a sufficiently well-behaved (generalized) functionf (x), f̂ (
)=
F {f (x); 
} = ∫ +∞

−∞ e+i
x f (x)dx, 
 ∈ R, theRiesz–Fellerspace-fractional derivative of order� and
skewness	 turns out to be defined by

F
{
xD

�
	 f (x); 


} = −�	
�(
)f̂ (
), (3.4)

�	
�(
) = |
|� ei(sign
)	�/2, 0< ��2, |	|� min {�,2 − �}. (3.5)

Thus, we recognize that theRiesz–Fellerderivative is required to be the pseudo-differential operator
whose symbol−�	

�(
) is the logarithm of the characteristic function of a generalLévy strictly stable
probability density withindex of stability� and asymmetry parameter	 (improperly calledskewness)
according to Feller’s parameterization as revisited by Gorenflo et al., see e.g.[8,9].
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For	 = 0 we have a symmetric operator with respect tox, that can be interpreted as

xD
�
0 = −

(
− d2

dx2

)�/2

. (3.6)

This can be formally deduced by writing−|
|� = −(
2)�/2. For 0< �<2 and|	|� min {�,2 − �}, the
Riesz–Fellerderivative can be shown to admit the integral representation in thex domain,

xD
�
	 f (x) = �(1 + �)

�

{
sin[(� + 	)�/2]

∫ ∞

0

f (x + �) − f (x)

�1+�
d�

+ sin[(� − 	)�/2]
∫ ∞

0

f (x − �) − f (x)

�1+�
d�

}
. (3.7)

By denoting the Laplace transform of a sufficiently well-behaved (generalized) functionf (t), f̃ (s) =
L {f (t); s}=∫ ∞

0 e−st f (t)dt,R(s)> af , theCaputotime-fractional derivative of order� (m−1< ��m,

m ∈ N) turns out to be defined through

L{tD�∗ f (t); s} = s� f̃ (s) −
m−1∑
k=0

s�−1−k f (k)(0+), m − 1< ��m. (3.8)

This leads to define, see e.g.[7,31],

tD
�∗ f (t) :=


1

�(m − �)

∫ t

0
f (m)(�)d�

(t − �)�+1−m
, m − 1< �<m,

dm

dtm
f (t), � = m.

(3.9)

The reader should observe that theCaputofractional derivative represents a sort of regularization in the
time origin for the classicalRiemann–Liouvillefractional derivative,2 see e.g.[7,31].

When the diffusion equations (3.1), (3.2) are equipped by the initial and boundary conditions

u(x,0+) = 
(x), u(±∞, t) = 0, (3.10)

their solution readsu(x, t)= ∫ +∞
−∞ G(�, t)
(x − �)d�, whereG(x, t) denotes the fundamental solution

(known as theGreen function) corresponding to
(x) = �(x), the Dirac generalized function.3

It is straightforward to derive from (3.2) the Fourier–Laplace transform of the Green function by taking
into account the Fourier transform for theRiesz–Fellerspace-fractional derivative, see (3.4)–(3.5), and
the Laplace transform for theCaputotime-fractional derivative, see (3.8). We have

−�	
�(
)

̂̃
G 	

�,�(
, s) = s� ̂̃
G 	

�,�(
, s) − s�−1, (3.11)

2 We note that theCaputofractional derivative coincides with that introduced independently by Djrbashian and Nersesian,
which has been adopted by Kochubei[16], for treating initial value problems in the presence of fractional derivatives.

3 We note that when 1< ��2 to Eq. (3.2) we must add a second initial condition of typeut (x,0+) = �(x), which implies
two Green functions corresponding to{u(x,0+) = �(x), ut (x,0+) = 0} and{u(x,0+) = 0, ut (x,0+) = �(x)}. Here we limit
ourselves to consider only the first Green function. For thetime-fractional diffusionequation the second Green function has been
investigated in[22].
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so that̂̃
G 	

�,�(
, s) = s�−1

s� + �	
�(
)

. (3.12)

By using the known scaling rules for the Fourier and Laplace transforms, we infer without inverting the
two transforms,

G 	
�,�(x, t) = t−�K 	

�,�(x/t
�), � = �/�, (3.13)

where the one-variable functionK 	
�,� is thereduced Green functionandx/t� is thesimilarity variable.

We note from
̂̃
G 	

�,�(0, s) = 1/s ⇐⇒ Ĝ 	
�,�(0, t) = 1, thenormalization property∫ +∞

−∞
G 	

�,�(x, t)dx =
∫ +∞

−∞
K 	

�,�(x)dx = 1, (3.14)

and, from�	
�(
) = �	

�(−
) = �−	
� (−
), thesymmetry relation

K	
�,�(−x) = K−	

�,�(x), (3.15)

which allows us to restrict our attention tox >0.
When� = 2 (	 = 0) and� = 1 the inversion of the Fourier–Laplace transform in (3.12) is trivial: we

recover the Gaussian density, evolving in time with variance�2 = 2t , typical of the normal diffusion,

G0
2,1(x, t) = 1

2
√

�t
exp(−x2/(4t)), x ∈ R, t >0, (3.16)

which exhibits the similarity law (3.13) with� = 1
2.

4. Mellin–Barnes and FoxH representations of the Green function

Mainardi et al.[21] have inverted the Fourier–Laplace transform (3.12) of the Green function by
passing through the Mellin transform. Here we recall and complement their main results by introducing
the representation of thereduced Green functionin terms of proper FoxH functions, starting from its
generalMellin–Barnes integralrepresentation forx >0,

K	
�,�(x) = 1

�x

1

2�i

∫ �+i∞

�−i∞
�(s/�)�(1 − s/�)�(1 − s)

�([(� − 	)/2�]s)�(1 − [(� − 	)/2�]s)�(1 − (�/�)s)
xs ds, (4.1)

with 0< �<min(�,1) under the condition|	|�2 − �.
From theMellin–Barnes representation(4.1) we now derive the representation ofK	

�,�(x) in terms of
a properH function, taking into account the theory of Fox functions briefly summarized in Section 2.

At first we distinguish the two cases (a)�< � and (b)�> � for which the correspondingH functions
turn out to be singular inx = 0 and∞, respectively. Takingx >0, we get

K 	
�,�(x) = 1

�x
H

1,2
3,3

[
1

x

∣∣∣∣∣ (0,
1
� ) (0,1) (0, �−	

2� )

(0, 1
� ) (0,

�
� ) (0,

�−	
2� )

]
, �< �, (4.2a)
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K 	
�,�(x) = 1

�x
H

2,1
3,3

[
x

∣∣∣∣∣(1, 1
� ) (1,

�
� ) (1,

�−	
2� )

(1, 1
� ) (1,1) (1, �−	

2� )

]
, �> �. (4.2b)

When� = � the correspondingH function is singular inz= x = 1. However, the singularity is removable
because, surprisingly, the corresponding (reduced) Green function can be expressed (in explicit form) in
terms of a (nonnegative) elementary function, that we denote byN	

� (x), as it is shown in[21]. We refer
to this case as toneutral-fractional diffusionand the corresponding representation throughH functions
is redundant. Explicitly we write, forx >0,
Neutral diffusion: 0< � = �<2; 	� min{�,2 − �},

K	
�,� := N	

� (x) = 1

�

x�−1 sin[(�/2)(� − 	)]
1 + 2x� cos[(�/2)(� − 	)] + x2�

. (4.3)

As far as we know, this case of fractional diffusion seems not so well treated in the literature. We note that
N	

� (x) may be considered the fractional generalization (with skewness) of the well-known (symmetric)
Cauchy density.

For the other particular cases outlined in Section 3 we have to properly use properties (2.9)–(2.11) in
general expressions (4.2a)–(4.2b) in order to obtain the corresponding representations in terms of simpler
FoxH functions.
Normal diffusion: � = 2, � = 1; 	 = 0.
The case of normal (or standard) diffusion is known to be characterized by theGaussianprobability

density function. Indeed the reduced Green function reads

K0
2,1(x) := D(x) = 1

2
√

�
exp(−x2/4), x ∈ R, (4.4)

so, forx >0, we have

D(x) = 1

2x

1

2�i

∫ �+i∞

�−i∞
�(1 − s)

�(1 − s/2)
xs ds = 1

2
H

1,0
1,1

[
x

∣∣∣∣∣(1
2,

1
2)

(0,1)

]
. (4.5)

Space-fractional diffusion: 0< �<2, � = 1; |	|� min{�,2 − �}.
In this case the reduced Green functionK	

�,1(x) is known to be the�-strictly stable Lévy densitythat

we denote byL	
�(x). Then, forx >0, we have

K	
�,1(x) := L	

�(x) = 1

�x

1

2�i

∫ �+i∞

�−i∞
�(s/�)�(1 − s)

�([(� − 	)/2�]s)�(1 − [(� − 	)/2�]s)x
s ds (4.6)

with 0< �<min(�,1), Then, by distinguishing the two cases as in Eqs. (4.2), we obtain:
(a) 0< �<1; |	|��,

L	
�(x) = 1

�
H

1,1
2,2

[
1

x

∣∣∣∣∣ (1,1) (�−	
2� , �−	

2� )

(1
� ,

1
� ) (

�−	
2� , �−	

2� )

]
. (4.7a)

(b) 1< �<2; |	|�2 − �,

L	
�(x) = 1

�
H

1,1
2,2

[
x

∣∣∣∣∣(1 − 1
� ,

1
� ) (1 − �−	

2� , �−	
2� )

(0,1) (1 − �−	
2� , �−	

2� )

]
. (4.7b)
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We note that it was Schneider[33], who first in 1986 has recognized that all stable probability densities
can be represented in terms of FoxH functions.

Previously, the stable (non-Gaussian) densities were known in general through their (convergent and
asymptotic) series representations that in a few particular cases,{� = 1

3, 	 = −1
3 }, {� = 1

2, 	 = −1
2 },

{� = 2
3, 	 = 0}, {� = 3

2, 	 = 1
2}, were interpreted in terms of known special functions. In his remarkable

(but almost entirely neglected) article, Schneider has also pointed out the errors present in the literature
for some of the above particular cases.

More recently, the representation of the stable densities through Mellin–Barnes integrals has been
exhaustively treated by a number of authors as in[36,21].
Time-fractional diffusion: � = 2,0< �<2; 	 = 0.
In this case the reduced Green functionK	

�,1(x) is known to be aprobability density with stretched

exponential tails, that we denote (for historical reasons) by1
2 M�/2 whereM�/2 denotes a Wright-type

function.4 We thus write

K0
2,�(x) := 1

2 M�/2(x), (4.8)

where, forx >0,

M�/2(x) = 1

x

1

2�i

∫ �+i∞

�−i∞
�(1 − s)

�(1 − �s/2)
x s ds = H

1,0
1,1

[
x

∣∣∣∣∣ (1 − �
2,

�
2)

(0,1)

]
(4.9)

with 0< �<1.
As a check we note that the simplerH function in (4.5) for the Gaussian density is recovered from

(4.7a) in the limit� = 2 and from (4.8)–(4.9) in the limit� = 1.

4 The functionM�(z) is defined for any order� ∈ (0,1) and∀z ∈ C by

M�(z) =
∞∑
n=0

(−z)n

n!�[−�n + (1 − �)] = 1

�

∞∑
n=1

(−z)n−1

(n − 1)! �(�n) sin(��n).

It turns out thatM�(z) is an entire function of order� = 1/(1 − �), which provides a generalization of the Gaussian and of the
Airy function. In fact, we obtain

M1/2(z) = 1√
�

exp(− z2/4), M1/3(z) = 32/3 Ai (z/31/3).

M�(z) is a special case of the Wright function��,�(z). Originally, Wright[37–39]introduced and investigated the function

��,�(z) :=
∞∑
n=0

zn

n!�(�n + �)
, ��0, z ∈ C,

with the restriction��0, in a series of notes starting from 1933 in the framework of the asymptotic theory of partitions. Only
later, in 1940, he[40] considered the case−1< �<0. We note that in the handbook of the Bateman Project, see[3], Vol. 3, Ch.
18, presumably for a misprint,� is restricted to be nonnegative. In his first analysis of the time fractional diffusion equation,
Mainardi [17], aware of the Bateman project but not of the 1940 paper by Wright, introduced the two (Wright-type)auxiliary
functions, F�(z) := �−�,0(−z) andM�(z) := �−�,1−�(−z) with 0< �<1, inter-related throughF�(z)= � zM�(z). For detailed
information on the Wright-type functions (possibly related to time-fractional diffusion equations), the interested reader may
consult e.g.[18–20,5,6,10,14].
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5. Conclusions

As a conclusive remarkwe point out that the nonnegativity of the above functions, obtained in the
particular cases of neutral, space and time fractional diffusion, are relevant in proving that, in the general
case of space–time fractional diffusion, the Green functions are still spatial probability densities evolving
in time, provided that 0< ��2 with 0< ��1 and 1�����2, see[21]. The proof is based on the
convolution theorem for the Mellin transforms and provides interestingsubordination formulas, see[24].
This fact could also be shown by using the properties of the FoxH functions.
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